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Data Integration Overview

indispensable when different sources exist '

Schema Alignment

Data extraction: extracting structured data;

Entity linkage: linking records to entities; {
important when non-relational data exist [

Data Extraction J

Data fusion: resolving conflicts; necessary in
presence of erroneous data

Schema alignment: aligning types and attributes;
helpful when different relational schemas exist

[ Data Fusion }




Recipe

e Brief history
e State-of-the-art ML solutions
e Summary w. a short answer
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Schema Alignment

e Problem definition { Data Extraction J

{ Data Fusion }




Theme I. Which ML Model Works Best?




Which ML Model Works

MARK

1 John Deo Four 75 female
2 |Max Ruin Three 85 male
3 |Amold Three 55 male
4  |Krish Star Four 60 female
5 |John Mike Four 60 female
6  |Alex John Four 55 male
7 My John Rob Fifth 78 male
8 |Asruid Five 85 male
9 |TesQry Six 78 male
10 |Big John Four 55 female

Tree-based models
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Synopsis Print Cite This

TR om o April 15, 1452] in[Vinci, Italy,[Leonardo da Vinci|was
rr

concerned With the Taws of science and nature, which greatly

informed his work as ajpainter, sculptor, inventor and draftsmen
His ideas and body of work -- which includes|Virgin of the Rocks, |

The Last Supper Leda and the Swan §nd|Mona Lisa|-- have

Tafluenced countless artists and made da Vinci a Teading light of the

Italian Renaissan

SCENE FROM “DANL DRUCE."

This interesting domestic drama, by Mr. W
the sympathi
arket Thea

theatrical nove

will probably not néed to be

the hero of the story, Dan’l Druce, the blacksm
ry recluse dwelling on the coast

is stolen; but a_different

female infant; is left by some myr
d may bo accepted, av in G

arner,” for & Divine gift to the

Dol In

Neural network



Theme I1. Does Supervised Learning Apply to DI?

e Supervised learning has made a big splash recently in many fields

e However, it is hard to bluntly apply supervised learning to DI tasks
o Qur goal is to integrate data from many different data sources in
different domains
o The different sources present different data features and distributions
o Collecting training labels for each source is a huge cost



