
Lecture 9 - Compression (High-perf hardware)

Acceleration



Key operations are Matrix Vector multiplications (dense data), 
sparse during inference. 

Why GPUs? SIMD What about other approaches? We will cover 1) 
Reduced Precision Arithmetic (the goal is to increase the amount of 
data we can perform operations over), 2) Compression (reduce 
operations we have to perform), and 3) Better algorithms (Low-
Rank approximation). 

1. Reducing precision





FP32 = single precision
FP16 = half-precision







Stochastic rounding -> let’s say we add 0.3 to 0 100 times if we round 0.3 we will 
get zero. If we round it 70% of the time to 0 and 30% to 1 then we get E[Sum]=30



2. Pruning







3. Reduce weight storage for remaining weights





5. Low Rank Approximations



 


