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Lecture 6 - AutoML

Resources: 

Automl book: https://www.automl.org/book/

Section 1. Motivation

Success of deep learning; we have deployments everywhere and successes in 
different domains/applications

However, there is a big problem: The performance of deep learning models is 
very sensitive to many hyper-parameters!

Architectural hyper parameters

Optimization algorithm, learning rates, momentum, batch normalization, batch 
sizes, dropout rates, weight decay, data augmentation…. 

Easily 20-50 design decisions

Section 2. Goal of AutoML

The current deep learning practice requires the expert to choose the architecture 
and the hyper parameters, train the deep learning model end-to-end and then 
iterate

The promise of AutoML is true end-to-end learning

https://www.automl.org/book/
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The learning box can contain multiple ML-related operations:
Clean and preprocess the data
Select/engineer better features
Select the model family
Set the hyper parameters
Construct ensembles of models
….

Section 3. Modern Hyperparameter Optimization 

Section 3.1 AutoML as Hyperparameter Optimization

What is hyper parameter optimization?

We have different types of hyper parameters: continuous (learning rate), discrete 
(number of unites), categorical (finite domain, e.g., algorithm, activation functions 
etc)



We also have conditional hyperparameters they are activated only given another 
hyperpameter value.

Example 1:
A = choice of optimizer (Adam or SGD)
B = Adam‘s second momentum hyperparameter (only active if A=Adam) 

Example 2:
A = choice of classifier (RF or SVM)
B = SVM‘s kernel parameter (only active if A = SVM) 

Top-level hyperparameter and then all other hyperparamters are conditional 
hyperparamters.

Section 3.2 Blackbox optimization 
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Evaluating the function is expensive (remember our previous discussions on model 
evaluation in the last class).

Methods for blackbox optimization:

Grid Search

Random Search 

Bayesian optimization



See lecture notes for details

Bayesian optimization can be very slow. Different methods to speed things up!

Section 3.3. Beyond Hyperparameter Optimization

See:  
https://media.neurips.cc/Conferences/NIPS2018/Slides/hutter-vanschoren-
part1-2.pdf

Section 4.  Neural Architecture Search Spaces

https://media.neurips.cc/Conferences/NIPS2018/Slides/hutter-vanschoren-part1-2.pdf
https://media.neurips.cc/Conferences/NIPS2018/Slides/hutter-vanschoren-part1-2.pdf




Use of reinforcement learning combined with recurrent neural networks to learn a 
better model

Read work: https://arxiv.org/pdf/1611.01578.pdf
http://rll.berkeley.edu/deeprlcoursesp17/docs/quoc_barret.pdf

https://arxiv.org/pdf/1611.01578.pdf
http://rll.berkeley.edu/deeprlcoursesp17/docs/quoc_barret.pdf


 


